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Abstract—Trip is an important part of people’s lives. We need to obtain interesting location information quickly and conveniently from the huge amount of information. The existing data source of geographic locations can be divided into two categories. The one is users’ information that we can utilize to deeply understand their trajectories, the other one is the characteristics and attributes of geographic locations. In this paper, we focus on sentimental attributes of location and propose a POI (Point-Of-Interest) Mining method. Firstly, we use SPM (Sentiment-based POI Mining) algorithm to mine the POIs (Points-Of-Interest) with obvious sentimental attributes, and then recommend the POIs to users by using SPR (Sentiment-based POI Recommendation) algorithm. We conduct a series of experiments in Sina Weibo dataset. The results show the effectiveness of our method.
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I. INTRODUCTION

The social networks have great improvement these years, but the overload information accumulated by social networking applications makes information consumers and information providers confused. Recommender systems can predict user preference by mining the data of user’s social networks.

Location-based social networks (LBSN) [1-3] bring new opportunities for recommender systems, including POIs (Point-Of-Interest) recommendation. The data sources the existing location recommender systems use can be divided into 2 categories: 1) user information, which includes user’s profiles, user’s location histories, and user’s trajectories. 2) features of locations such as the number of users visiting a place, and physical attribute such as restaurants or parks[4]. However, in the process of mining POIs, the sentimental features of locations are seldom considered, thus the recommendations may not suit the users’ sentimental preference. For example, a user in downtown wants to go to a peaceful place to have a rest, but the system mainly focuses on the geographic attributes of locations near the user, and it may recommend some POIs full of people and noise which will not meet the user’s needs. POIs not only have geographic attributes, but also have sentimental attributes. For example, the POIs with many historic spots will be solemn, and the POIs which have many bars and clubs will be lively, whereas the POIs with a lot of trees and pools will be peaceful and relaxing. The sentimental attributes of POIs can be discovered by analyzing the data accumulated from the social network.

Location-based online social networking applications allow users to share their experience on ecommerce platforms or social platforms, and current locations by checking-in on websites such as Sina Weibo†, and Facebook etc. Shown as in Fig. 1, Text is the user’s comment about their status or feelings and Location shows the GPS position of the user. In a way, the information of Text is strongly connected with the Location. For example, Text could be the comments of the restaurants within Location, or the review of the landscape of Location. Through sentiment analysis of this information, the sentimental attributes of the Location could be discovered.

After that, POIs with obvious sentimental attributes are mined and will be recommended if they match users’ preferences and near users’ geographic locations.

Now many researchers pay close attention to the research of users’ behaviors and sentiment via social media big data. But in this paper, the sentimental attributes of POIs are detected through the sentiment analysis of microblogs, and then the POIs with certain sentiment attributes are recommended to different users. Firstly, we solve the

†http://weibo.com/
problem of mining the POIs which have obvious sentimental attributes by using the proposed SPM algorithm. The sentimental features of POIs are discovered by performing sentimental analysis of Sina Weibo data. According to the result of sentimental analysis and GPS positions of social media data, the POIs which have thick density of social media data and obvious sentimental attributes are searched and regarded as recommended POIs. And then we incorporate sentiment similarity analysis and geographical distance into our recommender system which is based on the widely adopted latent factor model realized by Probabilistic Matrix Factorization (PMF).

The main contributions of this paper are shown as following:

1) We improve the traditional Meanshift algorithm for POI mining [12] with considering sentimental attributes of locations. Through this algorithm, we discover the POIs with obvious sentimental attributes by performing sentimental analysis of Sina Weibo. Our new algorithm is more comprehensive and considerate than traditional algorithms.

2) We incorporate the analysis of sentiment similarity between POIs and users into our recommender system realized by Probabilistic Matrix Factorization. In our recommender system, we also consider the geographic distance between POIs and users.

3) We conducted numerous experiments to evaluate the effectiveness of incorporating the analysis of sentiment similarity and the geographic distance in the recommender system and compared the proposed model with BaseMF, Bias-MF, CF-MF, SPR-S, SPR-L, and SPR. We further show that considering the sentiment attributes of locations can much improve the performance of the recommender systems with more humanization and intelligence.

The rest of this paper is organized as follows. We review the related work on the overview of recommender systems in LBSN, POI recommendation and the sentiment analysis of microblog in Section 2. The introduction of our SPM algorithm is reported in Section 3. The details of our SPR algorithm are presented in Section 4, followed by experimental evaluation in Section 5. Finally, Section 6 concludes this paper.

II. Related Work

In this section, we first introduce the overview of recommender systems in LBSN and the POI recommendation, and then we introduce some methods of sentiment analysis of microblogs.

A. The POI Recommender System

The recommendation of POIs [6-8] is to provide recommendations of places of interests based on several factors. Geographical influence is one of the major considerations of POI recommendation [9] which indicates that users tend to visit nearby POIs around their homes or offices. The works [6-8] make recommendations by considering the distance between users and locations, and the closer locations have higher probabilities to be recommended. Hu et al. [10] observed that there exists weak positive correlation between a business’s ratings and its neighbors’ ratings, regardless of the categories of businesses. Based on this observation, the recommender system considers geographical neighborhood influences in business recommendation together with influences from other factors including user reviews, business category, and business popularity. User preference is another important consideration of POI recommendation [10-15, 32, 35]. Check-in data is used to study user preference in [10, 12-15], especially in [15], Jiang et al. proposed a Geographical-Temporal influences Aware Graph in order to recommend POIs to a user when he or she wants to visit at a given time. What’s more, the textual description of photos [12], and social influence among friends [9, 34] can also reflect users’ preferences.

Personalized recommendation of POI has attracted significantly attention recently. Collaborative filtering (CF) is a widely used method. The works [8, 9] recommend POIs according to Geographical influence via collaborative filtering. The prediction is an important step of recommendation based on CF method. The works [7, 8] introduce a model to consider geographical influence for POIs by using MF techniques. Cheng et al. fuse MF with geographical and social influence for POI recommendation in LBSNs. Qian et al. fuse MF with geographical and social influence for POI recommendation in LBSNs. Qian et al. [32, 34] consider more social factors to constrain user and item latent features by using MF techniques.

B. The Sentiment Analysis of Text

The first step of researching sentiment analysis of text is the translation of the text into a format that computer can understand, which is based on Natural Language Processing (NLP) methods. The Bag of Words, the N-Grams and the N-Gram Graphs methods are three of the most widely used NLP methods. According to the Bag of Words, the sentences of a text are divided into a set of words, and a dictionary correlates each word with a numerical value, showing its sentiment polarity.

The lexicon-based method, one of the major methods of sentiment analysis, computes the sum of numerical value of each word as the overall sentiment polarity of texts. There are several elements of texts considered through this approach. Benamara et al. consider the use of adverb and adjectives to detect microblogs’ sentiment polarity. Lei et al. [31] propose a social user’s reviews sentiment measurement approach and utilize it to compute service reputation.

The sentiment analysis of microblogs has attracted significant attention in these years. The works [19-21] explore the use of emoticons. Zhao et al. [21] propose a system called MoodLens to perform the sentiment analysis for Sina Weibo which employs an emoticon-based method for sentiment classification. Except for the microblogs itself, the context where microblogs are published is also incorporated into the methods of sentiment analysis such as the author’s profile of the microblogs, and the friends of the author. Hu et al. [22] consider the social relationship between users, and You et al. [23] take the visual content of microblogs into consideration.
III. OUR SENTIMENT-BASED POI MINING MODEL

In this paper, we incorporate POIs’ geographic attributes and sentimental attributes into our SPM model. There are 2 steps of SPM algorithm. The first step is analyzing the sentimental features of locations based on GPS positions and sentimental attribute values of microblogs, and the second step is to mine the POIs which have obvious sentiment feature. The Fig. 2 shows the principle of SPM algorithm.

In the Fig. 2, the red, green, and blue dots represent microblogs with different sentimental values and GPS positions. Firstly, the sentimental features of locations are discovered by calculating the sentimental values of microblogs published in those locations. Secondly, based on sentimental values and GPS positions of these microblogs, the locations which have microblogs of thick density and small undulating sentimental values are mined and regarded as POIs.

A. The Sentiment Analysis of Microblogs

The first step of SPM algorithm is performing the sentiment analysis of microblogs. The microblogs published in a certain area, such as users’ experience or their reviews about the landscape, restaurants, will not only carry the information about users’ preferences and behaviors but also their sentiments like happiness, and sadness. This vast information can represent the sentimental attributes of this location. For example, if happiness is more frequent than other sentiment about the data in one location, it means that this location has a sentimental attribute of making people happy. Through analyzing the sentiment of the microblogs published here, the specific sentimental attributes of this location can be discovered. Thus, we study how to calculate the sentimental values of microblogs in this section.

In this paper, we analyze the sentiment of microblogs based on the lexicon-based method. HowNet Sentiment Dictionary was used to compute sentiment values as in [31], which is well known in the area of Chinese and English sentiment classification.

For each microblogs, we divide it into clauses by punctuation marks. Then for each clause, firstly, we find out the positive and negative words. A positive word is initially assigned with value +1.0, whereas a negative word is assigned with value -1.0. Secondly, we take the degree words into consideration as a factor. At last, we add a negation check coefficient that has a default value of 1.0. If the word item is preceded by a negation within the specified location, this coefficient is set to -1.0. Then the review sentiment value could be calculated by:

\[ V = \sum_{c\in\text{Sentiment}} \sum_{w\in\text{Microblog}} \frac{m_{w}}{n_{\text{clause}}} \]

where \( V \) denotes a microblog’s sentiment value. \( m \) denotes a microblog. \( c \) denotes a clause. \( w \) denotes a word. \( l_{c} \) denotes the negation check coefficient. \( D_{w} \) denotes the factor of \( w \)’s degree word. \( S_{w} \) denotes the sentiment values of word \( w \).

Based on the above-mentioned algorithms, the sentimental values of microblogs can be obtained.

B. Clustering POIs with Combining Sentiment Feature

The second step of SPM algorithm is to discover the POIs which have obvious sentiment feature. If microblogs are dense in a location such as shopping center, school and scenic spot, it shows this location has high population density and has research significance for sentimental attribute. Traditional Meanshift algorithm for POI mining [12, 33] is proved by this method with considering sentimental attributes of locations.

Firstly, GPS positions containing many microblogs are selected as centers. The location of 500 meters away from the center is classified as the initial class.

Secondly, based on the initial class, we adjust GPS positions of the center points and determine the final locations as POIs.

We adopt GPS positions and sentimental values of microblogs as the elements of microblogs’ coordinates, which are regarded as their labels. \( i \) denotes the \( i \)-th microblog in this region, that is:

\[ x_i = [\text{lon}_i, \text{lat}_i, v_i] \]

where \( \text{lon}_i, \text{lat}_i \) respectively denotes the GPS position of the \( i \)-th microblog. \( v_i \) denotes the sentimental values of the \( i \)-th microblog. We utilize \( M_h \) to represent the degree of dispersion of the spatial position and sentimental value. \( M_h \) could be calculated by:

\[ M_h = \frac{1}{k} \sum_{x_i \in S_h} (x_i - x_m) \]

where \( S_h \) denotes the whole area of the location of the initial class. In our method, the longest distance between the GPS position of comment and the GPS position of center is no more than 500 meters. \( x_m \) denotes coordinates of the center point. \( k \) denotes the total amount of microblogs.

We need to decide whether to change the center by calculating the size of vector \( M_h \). The condition of judgment is:

\[ \sqrt{D^2 + \frac{\Delta v^2}{\Delta s^2}} \leq \alpha \]

where \( D \) denotes the length of the vector \( M_h \) in the space. Physically, \( D \) is the geographic distance between two GPS positions.
positions which is calculated by Haversine geodesic distance equation [30]. \(\Delta V\) denotes the sentimental value of vector \(M_h\). We regard \(\sqrt{D^2 + \Delta V^2 / \alpha^2}\) as magnitude of \(M_h\).

Because GPS distance and sentimental value are not in the same reference system, and have different range of value, \(\alpha\) is used to adjust the weight of \(\Delta V\) in order to balance the importance of GPS distance and sentimental value. At the same time, GPS distance and sentimental value have different volatility, thus \(\Delta V^2 \alpha\) is divided by \(D^2\) in order to balance the volatility. \(\alpha\) is used to determine whether the magnitude of \(M_h\) is suitable for clustering. \(\alpha\) limits the size of \(M_h\) in order to ensure that the distribution of sentimental values of microblogs is concentrated and the geographic distribution of microblogs is dense.

When \(M_h\) meets this requirement, the center is determined. And the location within the range of 500 meters to the center is classified into the same cluster as a POI. But on the contrary, \(M_h\) coordinate is added to the recent center’s coordinate, and the sum is regarded as the coordinate of a new center for seeking the \(M_h\) meeting the requirement.

IV. OUR SENTIMENT-BASED POI RECOMMENDATION MODEL

A. Matrix Factorization

Our proposed model is based on the latent factor model realized by matrix factorization [11, 27, 32]. Using user and POI latent feature vectors \(U_u\) and \(P_i\), the basic location recommendation model approximates user’s preference via solving the following optimization problem:

\[
\min_{U, P, b} \frac{1}{2} \sum_{u, i} \sum_{t \in |H_u|} (R_{u, i} - \hat{R}_{u, i})^2 + \lambda_u \|U\|_F^2 + \lambda_i \|P\|_F^2 = \sum_{i \in |H_u|} \|Y_{i} - \hat{Y}_{i}\|_F^2
\]

(5)

where \(\hat{R}_{u, i}\) is the number of check-ins predicted by:

\[
\hat{R}_{u, i} = r + U_{u, i}^T P_i + b_u + b_i
\]

(6)

where \(r\) is an offset value, which is empirically set as users’ average check-in value. \(U_{u, i}\) is the real check-in values of user \(u\) to POI \(i\). \(U\) and \(P\) are the user and POI latent feature matrices which need to be learned. \(\|Y\|_F\) is the Frobenius norm of matrix \(Y\), and \(\|Y\|_F = (\sum_{i} \sum_{j} Y_{i, j}^2)^{1/2}\). It is used to avoid over-fitting [32]. \(b_u\) and \(b_i\) are the user and POI bias. This objective function can be minimized efficiently by using gradient descent method as [32]. Once the low-rank matrices \(U\) and \(P\) and \(b\) are learned, the number of check-ins can be predicted according to (6) for any user-POI pairs.

B. The Factor of Sentiment Similarity

Sentimental attribute is one of the main concerns of this paper. It plays a significant role to affect users’ decision on where they would like to go. With the concept of item based collaborative filtering, the view of sentiment filtering can be inferred that the POIs which bring similar sentiment to users are relevant. Therefore, sentiment similarity can be utilized to optimize POI latent feature vector \(P_i\).

The sentiment value of the mined POI is represented by the mean sentimental value of involved micro-blogs, which are ranging from 0 to 1. Exponential function is utilized to compute the un-linear sentiment similarity as follows:

\[
E_{i, j} = \exp(-|\text{Avg}(i) - \text{Avg}(j)|) \quad (7)
\]

where \(\text{Avg}(\cdot)\) denotes the mean sentimental value of involved microblogs in a POI. This formula denotes that the similarity between POI \(i\) and POI \(j\) becomes higher if the sentimental values are similar.

Considering with sentiment similarity between POIs, the optimization problem can be expressed by:

\[
\min_{U, P, b} \frac{1}{2} \sum_{u, i} \sum_{t \in |H_u|} (R_{u, i} - \hat{R}_{u, i})^2 + \lambda_u \|U\|_F^2 + \lambda_i \|P\|_F^2 \\
+ \lambda_2 (b_u^2 + b_i^2) + \frac{\lambda_3}{2} \sum_i (P_i - \bar{P}_i)^T (P_i - \bar{P}_i) \\
+ \frac{\lambda_4}{2} \sum_{i, j} (P_i - \bar{P}_i)^T (P_j - \bar{P}_j) E_{i, j}
\]

(8)

where \(E_{i, j}\) is the normalization value based on the number of POIs, resulting \(\sum_i E_{i, j} = 1\). The new added term is utilized to optimize the latent vectors of POIs via exploiting sentiment similarity.

C. The Factor of Geographical Distance

Geographical attribute is another one of the main concerns of this paper. It also plays a significant role to affect users’ decision on where they would like to go. For example, when we search a restaurant for our normal dinner considering convenience, we will never choose a faraway eatery. The researchers\(^3\) find that the activity radius of 45% users are no more than 10 miles. The relevance of users’ check-in number and the geographical distances between users and POIs are shown in Fig. 3. From the global observation, it can be seen that users would like to visit the closer POIs to their activity centers. For a user, the average geographical location of POIs checked by this user is set as his/her activity center. In other words, for a user \(u\), we represent his/her activity center position as \((\bar{H}_u)_{\text{lat}} \parallel \bar{H}_u)_{\text{lon}}\), \((\bar{H}_u)_{\text{lat}}\) and \((\bar{H}_u)_{\text{lon}}\) are the latitude and longitude of POI \(i\).

Geographical distance between user and POI can be utilized to optimize user and POI latent feature vectors \(U_u\) and \(P_i\). The basic idea is that the number of check-ins becomes larger with the distance decrease.

\(^3\)http://www.nytimes.com/interactive/2010/01/10/nyregion/20100110-netflix-map.html

Figure 3. The relevance of users’ check-in number and the geographical distances between users and POIs.
Exponential function is utilized to compute the un-linear factor of geographical distance as:
\[ L_{u,i} = \exp[-\text{Distance}(u, i)] \]  
where \( \text{Distance}(u, i) \) denotes the geographical distance between user \( u \) and POI \( i \) via their latitude/longitude coordinates. Note that, the geographical distance between two latitude/longitude coordinates is calculated by using the Haversine geodesic distance equation [30].

Incorporating the factor of geographical distance between user and POI, the optimization problem is updated and can be expressed by:
\[
\min_{\mu, \phi} \frac{1}{2} \sum_{u \in \mathcal{U}} \sum_{i \in [N_u]} (R_{u,i} - \hat{R}_{u,i})^2 + \frac{\lambda_1}{2} \| \mu \|_F^2 + \frac{\lambda_2}{2} \| \phi \|_F^2 + \frac{\nu}{2} \sum_{i \in [N_u]} \left( \sum_{j \in \mathcal{V}_i} (P_i - \hat{P}_i) \right)^T \left( \sum_{j \in \mathcal{V}_i} (P_i - \hat{P}_i) \right) + \frac{\nu}{2} \sum_{i \in [N_u]} \sum_{j \in \mathcal{V}_i} (L_{u,i} - \hat{L}_{u,i})^2 
\]
where \( \hat{L}_{u,i} \) is the normalization value based on the number of POIs, resulting \( \sum_i \hat{L}_{u,i} = 1 \). The new added term is utilized to optimize the latent vectors via exploiting the factor of geographical distance between user and POI.

V. EXPERIMENTS

Adopting the data of Sina Weibo as the dataset, the proposed methods in this paper are verified by experiments. We compare the performance of our SPM method with that of Meanshift method [5], K-means, and DBSCAN [24]. These are all traditional popular clustering algorithms. Then our SPR method is compared with BaseMF [11], Bias-MF [28], CF-MF [27]. In addition, we present POIs mined by our model on being Bing map.

A. Dataset

The data used for the experimental verification is crawled from Sina Weibo, i.e., the Twitter of China. The number of the microblogs of Sina Weibo is 1.2 million from 388,780 users. Every micro-blog can be treated as a check-in. Table 1 shows the statistics of Sina Weibo dataset. Three cities are involved in our dataset, including Beijing, Shanghai, and Xi’an. Weibo API is utilized to crawl these data. Firstly, we set a GPS position as a center of a city. Generally, the position we set is the administration center of this city. Therefore, it is not guaranteed that the center is the most prosperous area in the city. Secondly, the authorized API is utilized to crawl microblog data involved in the covered area within radius 11.132km. At last, the crawled microblogs labeled with GPS positions are mapped. Fig. 4 shows the geographical distributions of Sina Weibo data in Beijing. Note that, the higher the column is, the more check-ins there are.

B. Performance Measurements

1) POI Mining

When POIs are mined, the sentimental values of their interior microblogs have wide variances and spatial inhomogeneous distribution. Two kinds of measurement are utilized for performance evaluation of mining results.

The first measurement shown in Table 2 is represented by \( \text{Measure}_1 \) as following:
\[
\text{Measure}_1 = \frac{1}{M} \sum_{j=1}^{M} \frac{\left( \sum_{i \in \mathcal{V}_i} \left( \| E_{ij} \|_2 \right)^2 + \theta \left( \| V_i \|_2 \right) \right)}{N} \]
where \( j \) denotes the \( j \)-th POI, \( i \) denotes the \( i \)-th micro-blog in the \( j \)-th POI. \( \bar{V}_j \) denotes the average sentimental value of the microblogs in \( j \)-th POI. \( D_{ij} \) denotes the geographic distance between the GPS position of the \( i \)-th micro-blog and the geographic center of the \( j \)-th POI.

\( \text{Measure}_1 \) is used to evaluate the distribution of sentimental values and geographic positions of microblogs in POIs, of which the symbols are M-I and M-II and M-III. The lower M-I, M-II and M-III are, the better the performance of the model.

The second measurement is represented by \( \text{Measure}_2 \) as following:
\[
\text{Measure}_2 = \sqrt{\frac{\sum_{j=1}^{M} (\bar{V} - \bar{V}_j)^2}{M}} 
\]
The symbol of \( \text{Measure}_2 \) is M-IV. \( \bar{V}_j \) denotes the average sentimental value of the microblogs in \( j \)-th POI. \( \bar{V} \) denotes the mean of the sentimental values among all POIs. The bigger M-IV is, the larger the gap of sentimental attribute among different POIs. Thus adopting this method.

<table>
<thead>
<tr>
<th>City</th>
<th>Beijing</th>
<th>Shanghai</th>
<th>Xi’an</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Users</td>
<td>192,143</td>
<td>134,154</td>
<td>62,483</td>
</tr>
<tr>
<td>Number of Micro-blogs</td>
<td>608,723</td>
<td>408,980</td>
<td>187,838</td>
</tr>
<tr>
<td>Number of GPS Positions</td>
<td>242,262</td>
<td>231,769</td>
<td>108,340</td>
</tr>
<tr>
<td>Center</td>
<td>39°54′27″N</td>
<td>31°13′46.86″N</td>
<td>34°20′29.64″N</td>
</tr>
<tr>
<td>Coverage Radius</td>
<td>11.132km</td>
<td>11.132km</td>
<td>11.132km</td>
</tr>
</tbody>
</table>

Figure 4. The geographical distributions of Sina Weibo data in Beijing. The higher the column is, the more check-ins there are.
can find the POIs which have different sentimental attribute and leads to a better mining result.

2) POI Recommendation

The evaluation metric we use in our experiments is Mean Absolute Error (MAE). It is the most popular accuracy measures in the literature of recommender systems [29]. MAE is defined as:

\[ \text{MAE} = \frac{1}{|R_{\text{test}}|} \sum_{(u,i) \in R_{\text{test}}} |R_{u,i} - \hat{R}_{u,i}| \]  

(13)

where \( R_{u,i} \) is the real number of check-ins user \( u \) to POI \( i \), \( \hat{R}_{u,i} \) is the corresponding predicted value, \( |R_{\text{test}}| \) is the set of all user-POI pairs in the test set. \( |R_{\text{test}}| \) denotes the number of user-POI pairs in the test set.

Note that, logistic function \( \frac{1}{1+e^{-\theta}} \) is commonly used in recommender system [25] to map each matrix element into \([0,1]\). But for our dataset, some check-in frequencies of a location are large while the function \( e^{-\theta} \) would result in very small and indistinguishable values [26]. Therefore, as [26], the logistic function is defined as \( \frac{1}{1+e^{-\theta}} \).

C. Evaluation

1) Performance of POI Mining

We compared the performance of our method and the traditional popular methods, including Meanshift [5], K-means, and DBSCAN [24]. These methods only consider the GPS position of data point rather than its sentimental attribute.

As shown in Fig. 5, the M-I and M-II, M-III, and M-IV computed by using the Sina Weibo dataset. The smaller M-I and M-II and M-III, and the larger M-IV, the better the method. Comparing with these methods, M-I and M-II and

<table>
<thead>
<tr>
<th>Measures</th>
<th>Parameter setting</th>
<th>Description</th>
<th>Symbol</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{MAE} = \frac{1}{</td>
<td>R_{\text{test}}</td>
<td>} \sum_{(u,i) \in R_{\text{test}}}</td>
<td>R_{u,i} - \hat{R}_{u,i}</td>
<td>)</td>
</tr>
<tr>
<td>( \text{MAE} = \frac{1}{</td>
<td>R_{\text{test}}</td>
<td>} \sum_{(u,i) \in R_{\text{test}}}</td>
<td>R_{u,i} - \hat{R}_{u,i}</td>
<td>)</td>
</tr>
<tr>
<td>( \text{MAE} = \frac{1}{</td>
<td>R_{\text{test}}</td>
<td>} \sum_{(u,i) \in R_{\text{test}}}</td>
<td>R_{u,i} - \hat{R}_{u,i}</td>
<td>)</td>
</tr>
<tr>
<td>( \text{MAE} = \frac{1}{</td>
<td>R_{\text{test}}</td>
<td>} \sum_{(u,i) \in R_{\text{test}}}</td>
<td>R_{u,i} - \hat{R}_{u,i}</td>
<td>)</td>
</tr>
</tbody>
</table>

| TABLE III. MAE OF ALL METHODS IN OUR WEIBO DATASET, THE LOWER THE BETTER |
|----------------|----------------|----------------|----------------|----------------|----------------|
| BaseMF | Bias-MF | CF-MF | SPR-S | SPR-L | SPR |
| Beijing | 0.105 | 0.107 | 0.101 | 0.100 | 0.101 | 0.098 |
| Shanghai | 0.107 | 0.109 | 0.097 | 0.097 | 0.095 | 0.087 |
| Xi’an | 0.241 | 0.241 | 0.211 | 0.207 | 0.209 | 0.182 |
| Mean | 0.151 | 0.152 | 0.136 | 0.135 | 0.135 | 0.122 |

Figure 5. The Performance comparison of POI mining on our Sina Weibo dataset. In M-I, M-II, and M-III, the lower the better. In M-IV, the higher the better.

M-III have different degrees of error decrease of our method, which means that using our method, the geographic distribution of each POI’s inner social media data is denser and the distribution of each POI’s inner social media data sentimental values is more concentrated. M-IV of our method is larger than that of the compared methods, which means that the gap of sentimental attribute among different POIs has increased by using our method. Therefore, our method is more effective.

2) Performance of POI Recommendation

In this section, we compare the performance of our SPR model with the existing methods including BaseMF [11], Bias-MF [28], CF-MF [27], SPR-S, and SPR-L. The compared methods are overviewed as below:

- Basic Probabilistic Matrix Factorization Model (BaseMF): Matrix factorization is utilized to learn the latent features of users and items for rating prediction. The basic probabilistic matrix factorization (BaseMF) approach [11] learns the latent features by minimizing the objective function...
based on the observed rating data. We adopt it for POI recommendation.

- Biases based Matrix Factorization Model (Bias-MF): Biases are utilized in matrix factorization models [28]. Biases based matrix factorization model can be seen as the improved BaseMF.

- Collaborative Filtering based Matrix Factorization Model (CF-MF): Collaborative filtering method is used to compute the similarity between items. We adopt it for latent factor model to recommend POIs as [27].

- Sentiment based Matrix Factorization Model (SPR-S): This is the compact version of our SPR model. It just takes the factor of sentiment similarity into consideration.

- Location based Matrix Factorization Model (SPR-L): This is the compact version of our SPR model. It just takes the factor of geographical distance into consideration.

- The proposed Sentimental based POI Recommendation Model (SPR): This is our SPR model. It takes two factors, including sentiment similarity and geographical distance, into consideration.

There are two factors we take into consideration. However, the impact of the two factors to performance is invisible. Therefore, the methods of SPR-S and SPR-L are performed in this section to demonstrate the effectiveness of our proposed factors. In Table 3, SPR-S denotes the method that considers the factor of sentiment similarity. SPR-L denotes the method that considers the factor of geographical distance. The baselines are the methods of BaseMF, Bias-MF, and CF-MF. It can be seen that, SPR model decreases the prediction error by 19%, 20%, 10% on MAE respectively. Furthermore, it can be seen that both of the factors are effectiveness in our model. The union of two factors is better than the single one.

D. Presentation

The POIs mined by our method are shown in Fig. 6. The color temperature represents the number of check-ins. The warm color represents more check-ins. The cool color represents less check-ins. The sentimental values are normalized. The values below 0.5 show that the sentiment of the POI is negative or the values above 0.5 show that of POI is positive and bigger values mean that the POI is much more positive. As shown in Fig. 6, our method mines not only the POIs with high sentimental values such as Sanlitun in Beijing and Nanjing West Road in Shanghai whose sentiment attributes are happiness and joy, but also the POIs like Weiyang Park and China University of Geosciences whose sentimental attributes are peace and solemn.

VI. CONCLUSIONS

Existing location recommendation systems mainly focus on physical characteristics of locations rather than the sentimental attributes of location. SPM method for POI Mining and SPR method for POI Recommendation based on social media data are proposed in the paper. According to our methods, the POIs possessing obvious sentimental attributes are mined and recommended to users. The methods proposed in this paper are tested by Sina Weibo dataset. The
results show that our methods have high effectiveness. The methods are beneficial to discover sentimental attributes of different locations, and they can be used in recommender systems to recommend POIs to users which can suit the users’ preference.
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